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ARBSTRACT

While delivering real-time video streams across a
resaurce constrained neiwork, loss of frame may be
unaveidabie. Under such circunistances, it is desirable
to design smart video packet drop policies thattake inio
acconnt the ability of the end rerminaly to recover
totally or partiaclly the corrupted data using forward
error correction and ervor concealment feature, To
address this isswe, in this paper we ntrodiuce the
concept of "Cell Drap Tolerance” at the switch node.
This concept is supported by a new video slice drop
mechanism nomed FEC-PSD, that adaptively and
selectively adjusts cell drop level o switch buffer
accipancy, video cell paviead type and ervor
correction/concealment ability of the destination, The
aim of this proposal is twaofold. First, minintizing loss
Jor eritical video data, and second, veducing the had
throughput crossing the network, This algorithm s
evaluated using MPISG-2 viden traces.
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I. INTRODUCTION

Inn a broadband ATM network where resources such as
the network bandwidth and boffering capacity are
limited, it is & major challenge (o design an cfficient
video delivery service that can achieve high resource
utilization while maximizing user's perceived quality of
service (QoS).

Various ATM services have been proposed and
evaluated for transporting compressed video: classical
Constant-Bit-Rate (CRR) [1], Rencgotiated CBR [2],
Renegotiate  Deterministic Variable-Bit-Rate  (RED-
VYBR) [3], and Available-Bit-Rate  (ABR) [4].
Nevertheless, Unspecified-Bit-Rate (UBR) is the true
and simplest ATM best efforl service available. Since
today it is widely and is based on the excess bandwidth
in the network with lower usage cost, il is predictable
that it will also support a non-negligible part of the
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multimedia  traffic. Therefore, this paper  particularly
focuscs on wnidircetional delay-tolerant video applications
that can elficicntly make use of such simple and low-cost
transport service.

In (his paper we presenl a new video packet drop scheme,
named "FEC-aware Parttal Video Slice Discard” (FEC-
BSD), that intelligently couperates with end terminals (i.e.
AA]-5) for improving picture quality and network resource
ulilization,

The reminder of this paper is as tellows: Section 2
introduces the concept of "Cell Drep Tolerance” and "FEC
SSCS Control Block". We describe the new Packet video
mechanism in Section 3, and give some performance
simudation resulls in Sectton 4. Tinally, we conclude in
section 5,

IT. AUDIOVISUAL S8CS CONTROL BLOCK AND
CELL DROP TOLFRANCE

The ATM adaptation layer is responsible for making the
network behavior transparent 1o the application. AALS iy
currently the most commonly used adaptation layer in
industry and can support VRR MPLEG2 traffic. However,
AALS was inilially designed simple to carry non-real-time
data and {acks to provide reliable connection for
multimedia applications. Additional leatures such as error
deteetion, localization and recovery are reguived.

In [5], a new Audiovisual Service Specilic convergence
Sublayer (AV SSCS) for AALS that satisties the above
requirements has been proposed, This SSCS is based on
Reed-Solomon and Parity Codes [6], and rely on the video
packet cncapsulation and priority assignation mechanism
called DexPAS introdoced in [7]. Compared to other
mechanisms based on only RS codes and byte interleaving,
this approuch allows the use of flexible virtual data matrix,
called control blocks (C3) that are huilt at the Service
Specific  Cenvergence  Sublayer  (SSCS)  with  no
maodiflication to the AALS Common Part (C17).
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Al the sender side, a Conlrol Block {CB) is defined as a
two- dimensional matrix of P cells column x M rows
into which consecutive fixed length Service Speeific
SSCS PDUs are written row by row (see Figure 1.). An
exbra single redundancy tow {s appended at the tail of
the matrix that is obtained by XORing the columns at
the cell basis. Therefore, a single cell loss per column
can be recovered and a "Drop Tolerance can be
associaled with every CB. This purameter depends on
the SSCS PDU length (i.e. number of encapsulated
MPEG2 Transport Stream (TS} video packets per
SSCS PDU) and may be negotiated at the call set up
with reference to the protection level desited by the
connection. The lower its value is and higher the
recovery power of the AV- 55CS mechanism, The
drawback is a proporlional increase 1o the control
information overhead, Since the TFEC information is
obtained using line-by-line XORing method, the data
matrix is only an abstract structure and no buffering is
required at the sender, The destinylion process is also
pipelined and the correct SSCS PDUs are immediately
transmitted to the upper layer without latency,

For more information on AY- SSCS and the Dynamic
and Extended Priority Assignation Scheme (DexIPAS)
see [S] and [7] respectively.

P (cad Payloads}

_— + Viehenf Galumn

T o -
] lsscs AALECU

i)

tacer Trath '
8505 asren| 6768
e ST o 1 R
SECS ]— e e 43
+ orca 4
" AALSED - LR et
i 5
T | P e e
[ﬂndur . AAL-5DU LEcd v M-t
BECs . na-rech CPES M
b= N T o EI
XCAMy Aasuliecaloulyiad par Colupn and at Lhy Call basle —I A+t
—om— - Wrling apd Haadieg Qrdsr
[P Localisanon (Pasity and Sequancs Nomaer Shacks)

by Cprrwshon (75 and XOR Codas)

N
Exgonpus or Lost Gell

Figure 1 - A Virtual Control Block Matrix
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III. THEFEC- AWARE PARTIAL VIDEO
SLICE DISCARD

Various video packet discarding techniques have been
proposed  to minimize uset  perceived  quality
degradation during netwark congestion [8].

[n this section, we propose enhancement ta the Tail
Drop mechanism {9] to lake into account Forward
Evror Correction feature. The new scheme, is named
FEC-aware Partinl video Slice Discard (FEC_PSD) and
performs at video slice level. Qur approach is to reduce
the number of corrupied slices by assuming (hat a
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number 'T' of cells per S5CS Control Block can be
recovered by the destination using FRC codes. This
parameter "T' iy defined as the "Cell Drop Tolerance" (DT)
and corresponds to the maximum number of cells per
contrel block (hat may be discarded by FEC_PSD before
considering the Controt Block as definitely lost.

Therefore, unjikely to the simple Selective Cell Diseurel
(SCD) that stops cell discarding cells immediately when the
congestion ends, or the Tail Drop (TD) scheme that
automatically keeps discard the video packet, FEC_PSD
always evaluates the possibilily of the destination to
recover the partially discarded video slice. Tt makes its own
decision to stop ov discard the whole video slice when
cangestion ends, according (o the "Cell Drop Talerance”
parameter and the number of previously efiminated cells.

In terms of performance, SCD under wtilizes network
resource by forwarding corrupted video slices to ihe
destination, but can offer better picture quality when
combined with Forward DOrror Corrsction and Eiror
concealment technigues,

In the other hand, Tail Drop better oplimizes network
resource by avoiding non usable tail packet to cross the
netwark, but reduce the probability of the destination to
recover partiaily lost video data at destination,

FEC_PSI} aimis to combine the advantageous of both
mechanisms, by monitoring the level of cell discards per
video slices and compares it to the associated "Celt Drop
Tolerance” parameter.

Using this approach, the proposed scheme acts at a finer
data granularity, e.g., "SSCS Control Block" rather than
video slice, and better preserves cntire slices {rom
climination. Let is remind that a video slice can be divided
into one or more "Control Blocks" depending on the spatial
resolution of the video sequence. The flexibility proposed
by cur mechanism can not be achieved without the vse of
the "Dynamic and Extended Priority Assignation Scheme”
(DexPAS) which allows the detection of both videa slice
and SSCS Control Block boundaries at the cell level,

Let us define & low (resp. high) priority slice as a slice
belonging to a low (resp, high) priority videe frame. During
light congestion, we propose (o drop a lower priatity slice
first rather than delaying it. Then we could assign the
buffer space of the dropped slice to a higher priority slice.
The proposed approaeh avoids congestion increase while
maintaining the mean cell transfer delay in acceptable
value. This proactive strategy is performed gradually by
including high priority cells if necessary. As evaluated in
[8], the proposed approach can significantly improve the
network performance by minimizing the hansmission of
non-uselul video data belore buffer overflaw. The proposed
sclective and adaptive partial video slice discard algorithm
is highlighted bellow.
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FEC_PSD Operation Modes and Fairness

FREC_PSD runs per Virlual Channel and employs four
stale variables and one counter o conwol each video
comnection, Two of them are associated with the slice
leved and the remaining ones with the comrol block
level  (S_Priority, S_discarding,  CB_dropped,
CB_discarding, and CB_EFCE_marking).

The use of both CB_discarding and
CEB_FEFCI_marking indicators allow us o manage
losses cecurring at subsequent switches and belenging
to a contrel block more efficiently, Tndeed, when a
block is partially discarded by a swiich node, the
follawing switches are not capable to take into account
these cell losses 10 update the associaled Drop
Tolerance. As a cansequence the swilches handle
erroneous cell Drop Tolerance with adverse effeet on
algarithm performance. At the Control Block level, the
Drop Tolerance can be scen as a cell loss credit
distributed and shared among the swilches along the
communication path.

To address this issue and make implementation casy,
we propose 1o entirely consume the loss credil as soon
as a cell loss oceurs al a switch, CH_divcarding is used
to ensure that, for every comtrol block, losses are
concentrated in a single switch, IT cells from a CB tail
arrive at a congested node, the use of BECI bit permits
the detection af an carly discard and to consider the CB
as non-recoverable blocks since a previous swiich has
used the entire drop credit, Tn such situation, we
propose to commit Lo the slice level control by entirely
dropping the remaining video slice.

THEC_PSD makes use of Lhree bufler thresholds as
depicted in figure 2: Low Threshold (1U1);, Medium
Threshold (MT?}; and High Threshold (HT),
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Figure 24 - Buffor Thresholds and FEC_PSD operation modas

The thresholds define three operation modes which in
turn Jimit the distribution of the cell loss within the
strean (1.e. Control Block) 1o four as in tigure 3:
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Figure 3 - Cell Loss Distribution per Control Block using FEC, PSD

1, fdle Mode @ [l the bulfer queue length (QF) is lower than
“Low Threshold”, for every connection, the cells are
accepted  and  may  have DBFCI  marked, whenever
CB_EECI_marking is activated.

2. Mode I) If the Lotal number of cells in the bulfer exceeds
‘Low Threshold” bul is still below ‘Tligh Threshold’, for
every video conncclion currenlly cmitting a low priority
video slice (i.e. belonging to - or P-franes), FEC_PSD
starts to discard their incoming cells, The discarding is
done in respeet to the "Cell Drop Tolerance" parameters
associated  with each conneclion. We propose a Fair
distribution of the elimination among the tacgeted
connections using round robin scheduling, If the light
congestion s subsisting, the algorithm switches o the slice
level, and star(s to eliminate any incoming low priority cell
until receiving an "End Of Slice” (BOS) cell. The procedure
s done in a round robin fashion in order 10 guaraniee
faicness wmong connections. The last cells (EOS) are
always preserved [rom elimination since (hey provide
indication of the next slice. Cells with higher priority are
always accepted in the bulfer. This made stops when ‘QL’
falls bellow the “Low Threshold”,

3, Merde 2 This mode is activated when QL execeds “Tligh
threshold™. Incoming slices are cligible for discarding
regardless to their priority level. The last cell of 4 Control
Block (£C3) and video slice (£08) are preserved Lo avoid
crror propagalion, This is feasible, since usually 10% of
switch buffer has been set aside to accowmodale the
system control and management. This mode behaves like
Muode | to spread the losses over connections with respect
to their "Orop Tolerance”, 1t slops when queune length Talls
below “HT™,

The I/PB Resource Management (RM) cells, used to
change DexPAS cell priority assignation, are transmitied to
all the video sources when Medivm Threshold (MT) is
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exceeded, while IB/B RM cells ate send only when O,
draps below Low Threshold (LT). At the reeeption of
feedback signals, the sources immediately change their
operation mode. Consequenily, some P- frames may
transmit cells with dilferent priority.

Using this adaptive strategy, 13- sliccs are quickly
dropped first to reduce bufler occupancy during light
congestion, while P- and I-slices are preserved [rom
elimination. If the congestion becomes worse, B- and
- slices are both candidates for elimination, Followed
by gradually inchiding I-frame cells, if necessary.

IV, PERFORMANCE EVALUATION
Simulation Configuration

In this paper, the proposed FEC_PSD mechanism is
integrated  with the UBR+ ATM service and its
petformance is cvajuated using  simuelation, The
network topology is shown in figure 4 and composed
of two ATM switches, and ten (10} MPEG2
connections crossing the beitleneck tink of a capacity
of 155 Mbps {OC-3), We evaluale the framework with
a LAN configuration, by setting the backbone link to 1
km. All the ofher link distances, between the
source/destination and the switch nodes, are constant
and set to 0.2km. The ATM swilches are implemented
to be nenblocking, output-buffered with finite amount
of buffering. Switch bulfers size varies from 80,000 lo
220,000 cells for hoth SWITCH._1 and SWITCH_ 2 in
the simnulation experiment.

source 1
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sourca \\ ATH Swih(SW ) ) Amswir: sink 1

R A2 N TTTIN G S N Ry g
’ T sink 10

soumew;/ Shared Buflor 950 L
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Tigure 4 - Network Simulation Model

The vidco sources generate VBR MPEG?2 data at a
meuan and peak rate of 5.07 Mbps and 20.03 Mbps
respectively, A trace file, obtained from Michael R,
Izquicrdo, IBM Corporation is used as input for the
sources. A detailed description of this file could be
found in {10].

The level of congestion is monitored through the
occupancy of the switch bullers. We assume shared
output FII‘O buffer, with three congestion thresholds:
Low Threshold (L1 Middle Threshold (MT); and
High Threshold (I1T).

As to the transfer delay, we have the following:

o Propagation delay between the sender and the
receiver is sel to 0.005 ms, which corresponds to
the propagation distance ol about 1 km,
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¢ Queuing dolay varics from 0 to a maxinmum value of
0.6 see, which corresponds to the maximum buffer
size of 220,000 cells, when transmitted using 155
Mbps link {OC3).

o The process delay for the sender can be assumed as
negligible, due to pipelined data transmission and
cncoding of the appended data. At the receiver,
[ollowing FEC processing dme for crror recovery in
AV_S8CS layer is assume;

- AV_S8CS (with error): 0,46 ms/slice, (12 x M
cell transmission time for 35 Mbps link, where
"M" =3 in most of our cases)

- AV_SSCS (without crror); 0.092 ms/slice. {12
cell transmission time for 53 Mbps link)

The additional processing delay genetated al the other
layers (e.g. SAR and ATM) is not explicitly modeled, We
assuine that their contribulion to the end 1o end cell transfer
delay (CTD) is celatively constant, and thus can be amitted.

We carried oul our simulation with seven switch bufter
configurations, For cach of them, the same mcthod is
applied to determine the values of the three thresholds. HT,
MT and LT arc respectively set to 0.9, 0.8 and 0.7 of the
maximum queue size (Gmax), where Onigx is sel 1o one ol
the following values: 80,000, 100,000, 120,000, 140,000,
160,600, 180,000, 200,000 and 220,000 cells.

13a1a loss are monitored at both ATM cell and MPEG video
slice Tayers. Cell Loss Ratio (CLR) and Slice Loss Ratio
(SLR) arc evaluated for the aggregate video streams and
individually for cach cell sub-flows belonging to a certain
type of frame (de; [, P and B). Regarding, to the
application-oriented  SLR, it takes into aceount decoding,
e.g., cell loss, and delay propagation, ¢.g, late ceils,
consiraints. In addition, it also takes into consideration FEC
capacity to decide if a slice is usable or not at the
destination. Tn this paper, eror concealment al the
destination is not considered.

Resulis Analysis

The forward error correction capability of the video packet
delivery service is based on the redundancy data ratio.

In our algorithm, the redundancy ratio 18 determined by the
"M" parameter (i.c. the number of rows per SSCS Control
Block}. The smaller the "M" value, the larger amount of
FIiC coding data and higher "Celf Drop Tolerance", and
thus the slronger error correction capability. How many
redundancy data per FEC frame is needed in order to ohtain
sullicient performance mainly depends on the cell loss
pattern. Larger number of redundancy is required for a
strangly correlated cell loss. As mentioned before, the
proposed FFEC scheme can be easily optimized with respect
to amount of redundancy dala per FEC [vame, and the
actual frame size even during a session. As a result, this

Global Telecommunications Conference - Globecom™9?



IFEC scheme is adaptive and will be able to achicve
sufficient throughput and latency performance with
reusonable transmission overhead,

Vigure 5 and Figure 6 show the Cell Loss Ratio (CLR)

for the aggregate video stream and for the individual

video sub-flows respectively, when different values of

"M" are used, Tigure 7 and Figure 8 present the same

measurements at the video Slice layer (i.c. Slice Loss

Ratio), and finally, Figure 9 depicts the Cell Transfer
1
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Figure b - Cell Loss Ratlo vs Data Redundancy Ratio
{Aggregate Stream)

For CLR, it is obvious that the loss ratio decreases as
redundancy data decreases since fewer overhead is
transmitled (o the network. In SLR, it is interesting to
notice that above some value of "M", the SLR
decreases with redundancy, When "M" goes down, the
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Figure & - Cell Loss Ratio vs Data Redundancy Ratio
{IPB Sub-streams)

The two effects introduced by appending redundancy
data could explain this result, If we append more
redundant information, we get more powerful error
recovery capability. However, on the other hand, the
appended data require more data to be transmitted in
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the network, hence, consume move bandwidth. This could
make the congestion in network worse, As a resuli, the cell
loss ratio increases and so does the slice loss ratio.

Consequently, when "M" is low, the overhead effect
dominates, Congequently, SLR decreases with overhead
decrease (M increase), When "M" exceeds a certain value,
the crrer correction power provided by redundant data
becomes insufTicient. Thus, the SLR increases, Therelore,
one has to select carclufly the redundancy data ratio per
FEC frame in order to achieve the best endtoend
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V. CONCLUSION

Asynchronous transfer of video requires careful
integration between the network and the video cnd
systems. A number ol issnes nwst be addressed in
order to tackle the problem on an end-to-cnd basis,
Among these issues is the design of an ATM
adaptation layer {AAL) that provides forward crvor
detection/correction, and  a  smart  cell  discard
mechanism for managing network congestion, [13].

To cope with this problem, we have proposed and
evaluated a novel smarl video packet drop scheme
called FEC_PSD, that takes into account the speeilic
encocling and stochastic propertics of MPEG2 video
sources. This mechanisin Entclligentty operates not
only according to the network congestion level, bul
also in respeet 1o the forward error correction ability of
the source and destination to recover lost data,

The performance results shown that the proposed
FEC_PSD can concentrate the data loss within the B-
frames and thus better protect critical video data (e.g.
referenced [-and P-frames). Despile of an increasc of
cell losses, the proposed mechanism demonstrated an
impraved result at the slice level, ic. a significant
increase of the number of non corrupted slices arriving
at destination, A slight increase of the mean cell
transfer delay for the aggregate video stream is also
cxperienced beeause of the overhead intreduced by the
Forward Frror Correction mechanism,

Finally, the enhanced UBR+ service can be casily
oplimized in terms of both number of redundancy data
per video frame and data recovery power (i.¢, cell drop
wlerance). Conscquently, it can achicve sulficient
performance with respect to the throughput and lateney
if the redundancy data ratio is carefully selected.
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