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On Balancing Energy Consumption in
Wireless Sensor Networks

Fatma Bouabdallah, Nizar Bouabdallah, and Raouf Boutaba

Abstract—Wireless sensor networks (WSNs) require protocols
that make judicious use of the limited energy capacity of the
sensor nodes. In this paper, the potential performance improve-
ment gained by balancing the traffic throughout the WSN is
investigated. We show that sending the traffic generated by each
sensor node through multiple paths, instead of a single path, allows
significant energy conservation. A new analytical model for load-
balanced systems is complemented by simulation to quantitatively
evaluate the benefits of the proposed load-balancing technique.
Specifically, we derive the set of paths to be used by each sensor
node and the associated weights (i.e., the proportion of utilization)
that maximize the network lifetime.

Index Terms—Energy conservation, load balancing, perfor-
mance analysis, routing, wireless sensor networks (WSNs).

I. INTRODUCTION

THE LIMITED energy capacity of sensor nodes dictates
how communications must be performed inside wireless

sensor networks (WSNs). WSN protocols must make judicious
use of the finite-energy resources. Typically, sensor nodes avoid
direct communication with a distant destination since a high
transmission power is needed to achieve a reliable transmission
[1], [2]. Instead, sensor nodes communicate by forming a
multihop network to forward messages to the collector node,
which is also called the sink node. In this regard, efficient
routing in such multihop networks becomes crucial in achieving
energy efficiency. In addition to using multihop communication
for reducing the energy requirements for communication, an
efficient routing protocol is needed to decrease the end-to-end
energy consumption when reporting data to the sink node.

To improve the network lifetime, extensive research on de-
signing energy-efficient medium-access control (MAC) proto-
cols has been conducted in the literature [3]–[5]. Accordingly,
the sensor nodes turn off some hardware components when they
are unused. As such, the wasted energy due to idle listening
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to the medium is reduced. Indeed, a transceiver that constantly
senses the channel will quickly deplete the sensor node energy
and dramatically shorten the network lifetime. Thus, it is im-
perative that the idle sensor nodes enter sleep mode as often as
possible [11]. However, each sensor node must coordinate with
its neighbors to ensure communications when needed. To do so,
the works in [3]–[10] suggested wake-up scheduling schemes at
the MAC layer to activate sleeping nodes when needed. On the
other hand, the works in [12] and [13] addressed the problem at
the network layer by proposing new routing solutions that take
into account the sleep state of some network nodes.

To date, much of the work on WSNs has focused on the
energy minimization problem, taking into consideration the
individual sensor node performance, i.e., finding methods that
allow each sensor node to consume the minimum amount of en-
ergy subject to a given traffic load for handling. However, there
has been little focus on how traffic is balanced throughout mul-
tihop WSNs and how it impacts the overall network lifetime.

In this paper, the use of multiple paths between each sensor
node and the sink node is considered. It is shown that the
network lifetime can be improved by efficiently routing (i.e.,
balancing) the traffic inside the WSN.

Assuming the network lifetime as the time for the first node
in the WSN to fail, a perfect routing protocol would slowly and
uniformly drain energy among nodes, leading to the death of
all nodes nearly at the same time. Typically, an ideal routing
protocol would avoid the fast drain of sensor nodes with high
energy consumption. To achieve this, we propose balancing the
energy consumption throughout the network by sending the
traffic generated by each sensor node through multiple paths,
instead of always forwarding through the same path. In fact,
always routing through the same path will quickly deplete the
energy of the sensor nodes contained therein. The problem
then consists of determining the set of routes to be used by
each sensor node and the associated weights (i.e., the routing
configuration) that maximize the network lifetime.

Using a classical contention-based access method to the data
channel and the most commonly used acknowledgment (ACK)
model to ensure reliable transmissions, a new analytical model
is developed for calculating the energy consumption at each
sensor node per unit of time, given a specific routing config-
uration. The energy consumed by a sensor node corresponds
to that used to transmit its own generated messages and to
relay the pass-through traffic of other sensor nodes. Moreover,
to better evaluate the real behavior of WSNs, we consider the
wasted energy due to retransmissions, overhearing, and idle
listening, which is not the case in many models developed in
the literature [13], [19]. Building on these results, we derive
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the optimal routing configuration that maximizes the network
lifetime. For the numerical results, a variety of network topolo-
gies are considered, including regular and arbitrary meshed
topologies and varying network sizes. As a main contribution
of our paper, we show that, by efficiently balancing the traffic
inside the network, significant energy savings of up to 15% can
be achieved, compared to the basic routing protocols.

Section II presents the state of the art related to the focus of
this paper. Section III formulates the general problem statement
and presents the system model to be studied. This model is
then formally studied in Section IV. Specifically, we derive the
energy consumed by each sensor node per unit of time, given
a specific routing configuration. The results are provided in
Section V, where we evaluate the performance of our proposal,
using two well-known routing protocols as baseline examples.
This paper concludes with a summary of our conclusions and
contributions.

II. RELATED WORK

To minimize the energy consumption in WSNs, several
energy-efficient MAC protocols [3]–[5] and energy-efficient
routing protocols [12], [13] have been proposed in the literature.
These schemes aim at decreasing the energy consumption by
using sleep schedules [14]. The key idea behind this concept is
completely turning off some parts of the sensor circuitry (e.g.,
microprocessor, memory, and radio) when it does not receive
or transmit data, instead of keeping the sensor node in the idle
mode. This scheme simply attempts to reduce wasted energy
due to idle listening, i.e., lost energy while listening to receive
possible traffic that is not sent. To do so, the works in [3]–[10]
suggest wake-up scheduling schemes at the MAC layer to
activate sleeping nodes when needed. On the other hand, the
works in [12] and [13] address the problem at the network layer
by proposing new routing solutions that take into account the
sleep state of some network nodes. Additional solutions for re-
ducing energy consumption, based on congestion control, have
also been proposed in [15] and [16]. These mechanisms aim
at achieving further energy conservation by reducing the en-
ergy wastage resulting from the frequently occurring collisions
in WSNs.

Although there is significant energy savings achieved by such
schemes based on the sleep schedules, the WSN keeps sending
redundant data. Typically, WSNs rely on the cooperative effort
of the densely deployed sensor nodes to report detected events.
As a result, multiple sensor nodes may report the same event.
To further decrease energy consumption, we have proposed in
[17] a MAC scheme that eliminates the transmission of useless
redundant information by profiting from the spatial correlation
between nodes, as in [18].

While the previous approaches are quite useful, the energy
efficiency of these protocols can considerably be affected if the
traffic is far from being uniformly distributed in the network.
Typically, these protocols aim at minimizing the energy con-
sumed by each sensor node subject to a given traffic load for
handling. However, there has been little focus on how traffic
is balanced throughout multihop WSNs and how it impacts the
network lifetime.

In view of this, significant energy savings can be achieved
at the routing level when considering the multihop ability. Our
work is motivated by the results presented in [19], where the
authors investigated the problem of lifetime maximization in
WSNs under the constraint of end-to-end transmission suc-
cess probability. To do so, the authors adopted a cross-layer
strategy that considers the physical layer (i.e., power control),
the MAC layer (i.e., transmission control), and the network
layer (i.e., routing control). Specifically, regarding the network
layer, the authors formulated the problem of multihop routing
in the context of WSNs by considering the energy constraint
required for reliable end-to-end transmission. Building on this
formulation, the authors derived, for each sensor node, the path
with the minimum energy consumption, assuming collision-
free transmissions on the shared channel. This problem, which
is also well known as the minimum total energy (MTE) routing
problem, has extensively been addressed in the context of
ad-hoc networks [20]–[22]. The MTE problem consists of
finding the route that minimizes the total consumed energy
between any pair of source and destination nodes.

Nevertheless, using the MTE routing, i.e., always routing
through the path with the minimum energy consumption, will
quickly deplete the energy of the sensor nodes contained
therein. To address this issue, Kwon et al. [19] introduced the
concept of routing packets such that energy consumption is bal-
anced among multiple paths. However, in doing so, Kwon et al.
considered a simplistic scenario such as that when the medium
is slotted, i.e., for each transmission, all the network nodes are
supposed to be in sleep state, except for the sender and receiver
nodes. Thus, collision-free transmission is ensured. As such,
the typical energy wasted by the sensor nodes due to collisions,
overhearing, and idle listening was not considered.

In this paper, a general scenario with a conventional
contention-based access method to the wireless channel is
considered. We provide an in-depth analysis of load balancing
through multihop WSNs. Although this work takes inspiration
from [19], it differs in several ways. First, a more realistic sce-
nario with multiple-access nodes competing to access the com-
mon wireless channel is considered. This reveals some of the
major strengths of the WSN capabilities, e.g., the cooperative
effort of the densely deployed sensor nodes to report detected
events. It also allows for direct comparison with basic systems
(i.e., where traffic balancing is not considered), without any ad-
ditional assumptions, showing the clear benefit of load balanc-
ing. Our model indeed captures the real behavior of WSNs by
considering the wasted energy due to retransmissions, overhear-
ing, and idle listening. Second, this paper explores the impact of
collisions and the unreliability of links on the energy consump-
tion, considering the hidden-node problem that is typical in
multihop networks. This paper shows how collisions (i.e., con-
gestion) can be reduced through load balancing. In other words,
this paper illustrates how spatial reuse of the wireless channel
can be exploited to achieve additional energy conservation.

As an alternative to our multiple-path-routing approach for
achieving load balancing, the works in [23]–[26] proposed
instead the use of adaptive routing schemes, where the routing
decisions are made on the fly by considering the current residual
energy at the sensor nodes. These schemes balance between
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the MTE and the max-min residual energy routing [27], which
selects the path whose minimum residual energy fraction after a
packet delivery is the maximum. References [23]–[26] have the
same design philosophy. They attempt to use the path with the
minimum energy consumption while avoiding the nodes with
small residual energy.

In our study, we opt for the preconfigured static routing, in-
stead of the adaptive on-the-fly routing for three main reasons:
First, in our study, the sensor nodes are not mobile. Hence,
the network topology is static, as opposed to typical ad-hoc
networks, where on-the-fly routing is required to adapt to the
frequent topological changes.

The second reason behind using the preconfigured routing
is the traffic pattern. In our study, we consider continuous-
monitoring applications, where each node periodically reports
its data to the sink node. The amount of information generated
by each sensor node is therefore known a priori, as opposed
to event-driven applications, where the generated information
at each sensor node is not known a priori since it depends on
the arbitrary occurrence of specific events. In such event-driven
WSNs, it may be useful to make routing decisions on the fly for
each occurring event by considering the current network state
(i.e., the residual energy at each sensor node). However, this is
not required in our targeted continuous-monitoring networks.
To be more precise, it is not recommended for the third reason
given here.

Performing on-the-fly routing for each generated information
induces considerable exchange of signaling messages. This
routing scheme requires global and online information about
the network state in making routing decisions. In computer
networks where packets are large, the small control packets
may impose little overhead. However, in WSNs where the
packet size is small, they constitute a large overhead. This can
extremely be costly since a large amount of energy has to be
spent to route the control packets.

In response to these challenges, we propose our preconfig-
ured balanced routing scheme. From a performance evalua-
tion perspective, we develop a model for energy consumption
that captures the real behavior of WSNs, as opposed to pre-
vious works, where many simplistic assumptions have been
considered.

III. MODEL AND PROBLEM DESCRIPTION

A. Network Model

We represent a WSN by directed graph G(V,E), which
is called a connectivity graph. Each sensor node v ∈ V is
characterized by a circular transmission range Rt(v) and a
carrier-sensing range Rh(v) (which is also called the hearing
range). In our study, we suppose that all the sensor nodes have
the same transmission and carrier-sensing ranges denoted by
Rt and Rh, respectively. During the transmission of node v,
all the nodes inside its carrier-sensing range, which is denoted
by H(v), sense the channel to be busy and cannot access
the medium. Hereinafter, we denote by H+(v) = H(v) ∪ {v}
and H−(v) the set of nodes that node v cannot hear, i.e.,
H−(v) = V \H+(v).

On the other hand, during the transmission of node v, all the
nodes residing in its transmission range and thus representing
its neighborhood denoted by Ne(v) receive the signal from
v with a power strength such that correct decoding is possi-
ble with high probability. A bidirectional wireless link exists
between v and every neighbor u ∈ Ne(v) and is represented
by the directed edges (u, v) and (v, u) ∈ E. Note that, the
proposed network model assumes the knowledge of sets H(v)
and Ne(v) for each sensor node v ∈ V . To obtain such inputs in
practice, we assume that the cartography of the sensor network
is known in advance.

We represent the graph connectivity by a connectivity matrix.
The connectivity matrix of G(V,E) is a matrix whose rows and
columns are labeled by the graph vertices V , with a 1 or a 0 in
position (m,n), according to whether vm and vn are directly
connected or not. In other words, placing 1 in position (m,n)
means that vm and vn are within the transmission range of
each other (i.e., the two nodes can communicate). In our study,
all the sensor nodes periodically transmit their reports to the
sink node, which is denoted by S. Here, we target continuous-
monitoring applications, which represent an important class of
WSN applications. The average number of reports sent per
unit of time by each sensor node v is denoted by A(v). The
transmitted packet by v can follow one of the possible paths in
graph G(V,E) that connects v to sink node S. The set of paths
between vertex v and S is denoted by P (v).

In WSNs, the reporting sensor nodes compete to access
the common data channel to report their sensing data to the
sink nodes. In our study, access to the medium among the
competing nodes is arbitrated by the well-known IEEE 802.11-
like sensor network protocol [28], [29]. The IEEE 802.11
distributed coordination function access method is based on the
carrier-sense multiple-access/collision-avoidance (CSMA/CA)
technique. Thus, considering IEEE 802.11 in the context of
WSNs allows determining a general case study for all WSN
protocols based on the CSMA/CA technique. Note that sensor
medium access control [4] and timeout medium access control
[5] are WSN MAC protocols that rely on the CSMA/CA tech-
nique to coordinate the access to the wireless channel between
all competing nodes. Thus, our study also remains valid for
those WSN MAC protocols.

According to the CSMA/CA technique, a host, wishing to
transmit a frame, first senses channel activity until an idle
period that is equal to distributed interframe space (DIFS)
is detected. Then, to avoid collisions, the station waits for a
random backoff interval before transmitting. The backoff time
counter is decremented in terms of time slots as long as the
channel is sensed to be free. The counter is suspended once
a transmission is detected on the channel. It resumes with the
old remaining backoff interval when the channel is sensed to
be idle again for a DIFS period. The station transmits its frame
when the backoff time becomes zero. If the frame is correctly
received, the receiving host sends an ACK frame after a short
interframe space (SIFS). If an ACK is not received by the sender
within an ACK timeout, the transmitted frame is supposed to be
lost (due to either collision or channel error).

In this case, the sending host attempts to send its frame
again when the channel is free for a DIFS period augmented
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by the new backoff, which is sampled according to the binary
exponential backoff (BEB) process. Specifically, for each new
transmission attempt, the backoff interval is uniformly chosen
from the range [0, CW ] in terms of time slots. At the first
transmission attempt of a frame, CW is equal to the initial
backoff window size CWmin. Following each unsuccessful
transmission, CW is doubled until a maximum backoff window
size value CWmax is reached. Once the frame is successfully
transmitted, the CW value is reset to CWmin.

In our analysis, we assume that there is no limit on the
number of retransmissions over a link. Hence, a packet is never
discarded by a node and continues to be retransmitted until it is
successfully delivered.

The procedure previously described is referred to as the
basic access mode. An optional request-to-send (RTS)/clear-
to-send (CTS) mechanism can also be used to avoid collision
among data packets due to the hidden terminal problem [30],
[31]. Using the RTS/CTS mechanism, collisions still occur but
among the small RTS frames, instead of the relatively large data
packets. However, the actual payload of a data packet in WSNs
is usually small. For instance, the CC2420 low-cost transceiver
[32] has a transmit buffer of 128 B and a data packet payload
of 30–50 B. For this reason, the RTS/CTS mechanism is usu-
ally disabled in WSNs. Moreover, it was shown in [33] that
RTS/CTS increases the overhead without really improving the
network performance. In view of this, we consider the basic ac-
cess mode, but the same study with slight modifications can eas-
ily be adapted to the case where the RTS/CTS option is enabled.

B. Problem Description

In this paper, we approach the efficient routing of reports to
the sink node by balancing the energy consumption throughout
the network. By doing so, we aim at improving the WSN life-
time. For each sensor node v, generated reports to the sink can
follow one of the possible |P (v)| paths. We associate a weight
w(p) to each path p ∈ P (v), such that

∑
p∈P (v) w(p) = 1.

Vector W (v) = (w(p))p∈P (v) represents the fraction of utiliza-
tion of each path p ∈ P (v) used to send the traffic from node v
to the sink node.

The number of packets per unit of time that go through
link (u, v) ∈ E is denoted by λ(u, v). It represents the rate of
packets transmitted by node u to node v. These packets can be
generated by either u or other sensor nodes and relayed by u to
attain their final destination (i.e., the sink node). Rate λ(u, v)
can simply be expressed as follows:

λ(u, v) =
∑
k∈V

∑
p∈P (k)

w(p) × A(k) × 1∣∣(u,v)∈p
(1)

where 1|(u,v)∈p is the indicator function of the condition that
link (u, v) belongs to path p. Moreover, the packet rate trans-
mitted by node u is given by

λu =
∑

n∈Ne(u)

λ(u, n). (2)

Note that (1) is derived by considering the system working
in the unsaturated regime, which is more likely the case of

real WSNs. WSNs indeed produce light traffic, compared with
traditional wireless networks. Unless explicitly notified, we
consider the WSN working under the unsaturated regime in the
reminder of this paper.

Let us consider a path p ∈ P (v). We denote the average
energy consumed by node u due to the successful delivery of a
packet transmitted by v to the sink node through path p. E(u, p)
includes only the energy consumed in transmission or reception
(i.e., it does not include the energy consumed by a sensor node
during the idle state). The average amount of energy consumed
by node u per unit of time due to the different transmissions
inside the WSN, which is denoted by E(u), can therefore be
expressed as follows:

E(u) = Eidle(u) +
∑
v∈V

∑
p∈P (v)

w(p) × A(v) × E(u, p) (3)

where Eidle(u) is the average amount of energy consumed by
node u per unit of time during its idle state. The lifetime of
sensor node u is then given by

T (u) =
Einit

E(u)
(4)

where Einit is the initial amount of energy provided to each
sensor node.

The network lifetime is defined as the time spent from the
deployment until the drain of the first sensor node. Hence,
to maximize the network lifetime, we have to maximize the
lifetime of the greediest node in the network in terms of energy
consumption. The problem then consists of minimizing the
following function:

max
W

T (u) = min
W

(
max
u∈V

E(u)
)

. (5)

Indeed, to maximize the network lifetime, we have to avoid
the fast drain of sensor nodes with high energy consumption.
We therefore need to balance the energy consumption inside the
network by efficiently routing the data packets. This is achieved
by determining the optimal set of vectors (W (v))v∈V = W that
enables to minimize the energy consumption of the greediest
sensor nodes to maximize the network lifetime.

C. Motivating Balanced Routing Through an Example

Consider the sample scenario shown in Fig. 1, where each
sensor node among A, B, and C transmits r reports per unit of
time to sink node S. Nodes B and C directly transmit their data
packets to S since S is within the B and C transmission ranges.
On the other hand, node A has to transmit through B or C to
reach S.

We denote by (1 − β(A,B)) the packet delivery success
probability from A to B. β(A,B) represents the quality of the
wireless link between nodes A and B. Assume that β(A,B) =
β(A,C) = β(B,S) = β(C,S). As such, paths p1 = [A,B,S]
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Fig. 1. Four-node example network.

and p2 = [A,C,S] are equivalent in terms of the quality of the
wireless links.

Assume that the routing layer chooses to use path p1 to
deliver packets from A to S. As a result, node B transmits
twice more packets than nodes A and C. Hence, node-B energy
prematurely depletes, leading to a quick death of the network,
although the remaining sensor nodes are still alive.

Alternatively, using our balanced routing method, node A
fairly shares its generated traffic between intermediate nodes B
and C. Specifically, as paths p1 and p2 have equivalent prop-
erties (i.e., same quality of the wireless links), node A sends
exactly half of its traffic through each of the two possible
paths. In doing so, the energy uniformly drains among nodes B
and C, which improves the network lifetime, compared to the
case where node A always transmits through the same path p1.

It is worth noting that the proportions of utilization of con-
current paths p1 and p2, which are denoted by w1 and w2,
respectively, depend on the paths’ qualities. In the previous
example, intermediate nodes B and C fairly share the traffic
sent by node A (i.e., w1 = w2 = 0.5) since paths p1 and p2

have the same quality and this routing configuration maximizes
the network lifetime.

Assume now that β(A,B) = β(A,C) and β(B,S) <
β(C,S). This means that (B,S) is a better link than (C,S) and
that transmitting through B helps reduce the total number of
retransmissions. Typically, a packet sent by node A requires less
energy to be correctly delivered to node S when it is transmitted
through p1, instead of p2. However, always routing through the
path with minimum energy will quickly deplete the capacity of
node B. Again, the traffic needs to be balanced among paths p1

and p2, and the tuple of weights (w1, w2) that maximizes the
network lifetime depends on the quality of the wireless links
(i.e., probability β).

For an intuitive understanding of the aforementioned require-
ments, we give this simple example. Suppose that β(B,S) =
0.2, β(C,S) = 0.5, and β(A,B) = β(A,C). In average,
node B needs to transmit a packet (1 + (β(B,S)/1 −
β(B,S))) = 1.25 times to be correctly received by node S.
In the same way, node C needs to transmit a packet twice, in
average, to be correctly received by node S. To ensure a fair
consumption of the energy at intermediate nodes B and C, w1

and w2 are given by resolving the following system:

{
r × 1.25 × (w1 + 1) = r × 2 × (w2 + 1)
w1 + w2 = 1.

Hence, to maximize the WSN lifetime, w1 = 0.846 and
w2 = 0.154 of the traffic must be transmitted through paths p1

and p2, respectively.

IV. ANALYTICAL MODEL

In this section, we develop an analytical model for deriving
the energy E(u) consumed by each node u ∈ V per unit of time
due to the different network transmissions according to a given
routing set W (i.e., for a given set of vectors (W (v))v∈V ). Once
E(u) is obtained for each node u ∈ V , we can run a simple
algorithm to derive the optimal routing set W that achieves
objective function (5). As shown in (3), we need to calculate
elements Eidle(u) and E(u, p) to obtain E(u).

A. Calculation of E(u, p)

As explained before, E(u, p), with (u, v) ∈ (V \{S})2 and
p ∈ P (v), is the average amount of energy consumed by
node u in transmission and reception due to the successful
delivery of a packet from v to the sink node through path p. To
derive E(u, p), we distinguish between two cases, according to
whether node u belongs to path p or not.

Case 1: u ∈ p: In this case, node u is either the source or an
intermediate node on path p. The energy consumption at node
u when forwarding a packet transmitted through p to the sink
node is then the sum of the amounts of energy consumed in
reception and transmission. Hence, E(u, p) can be written as
follows:

E(u, p) = E(u, p)rec + E(u, p)trans. (6)

Energy consumed in reception: E(u, p)rec: This amount
of energy corresponds to three energy consumptions.

1) Energy consumed at node u (if u �= v, i.e., u is not the
source of p) to receive the data packet from the previous
node on path p, which is denoted hereinafter by #u − 1.
It corresponds to the energy consumed by u while re-
ceiving the different node #u − 1 transmission attempts
of the data packet. We recall that a transmission attempt
from #u − 1 to u may be unsuccessful due to either
collision or channel error. We denote by N c(#u − 1, u)
the average number of unsuccessful transmissions suf-
fered by a packet sent from #u − 1 to u before being
successfully transmitted. Hence, the energy consumed
by u in reception while trying to receive a successful
transmission of the data packet forwarded by #u − 1 is
given by(

N c(#u − 1, u) + 1
)
× Erec(data) × 1∣∣u�=v

where Erec(data) is the energy consumed by a sensor
node for the reception of a data packet. We note that,
in our study, we assume that all the data packets (i.e.,
reports) sent by the different sensor nodes are of the
same size. Moreover, we assume that all the sensor nodes
transmit at the same bit rate. These assumptions are
typical of WSN applications.
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In turn, N c(#u − 1, u) can be calculated as follows:
Let Nc(#u − 1, u) be a random variable representing
the number of unsuccessful transmissions experienced
by a packet before being successfully transmitted from
#u − 1 to u. We denote by β(#u − 1, u) the probability
that a transmission attempt from #u − 1 to u is unsuc-
cessful. Nc(#u − 1, u) is a geometric random variable,
and thus, we have

E [Nc(#u−1, u)]=N c(#u−1, u) =
β(#u−1, u)

1−β(#u−1, u)
. (7)

In the next section, we will show how to derive the
probability β(#u − 1, u).

2) The second amount of energy consumed by node u
in reception is the energy consumed while overhear-
ing unintended data transmissions. It corresponds to the
data transmissions that are not intended for node u
and performed by nodes inside its carrier-sensing range
while relaying the packet transmitted on path p to
its final destination. Such set of nodes is denoted by
Z(u, p) = {k ∈ V/k ∈ H(u) ∩ p}. Each of the node k ∈
(Z(u, p)\{#u − 1}) transmissions is overheard by node
u and induces the following energy consumption at u:(

N c(k,#k + 1) + 1
)
× Erec(data)

where #k + 1 denotes the subsequent node to k on
path p.

3) The third amount of energy consumed by node u in
reception is the energy spent while receiving an ACK
frame from the next node (downstream node) on path p
(i.e., from node #u + 1) or overhearing unintended ACK
frames sent by the other intermediate nodes on path p.

Hence, the total amount of energy consumed by node u
in reception during the delivery of a packet to the sink node
through path p is given by

E(u, p)rec =
∑

k∈Z(u,p)

[ (
N c(k,#k + 1) + 1

)

×Erec(data) + Erec(ACK) × 1∣∣k �=v

]
. (8)

Note that, in our study, we assume that ACK frames are not
subject to collision. To justify such assumption, let us first recall
that following a correct transmission of a data packet through
wireless link (u, v) (i.e., the data packet is correctly received
by node v), the ACK message may not correctly be delivered to
node u due to the reason given here.

• A collision occurs at node u when receiving the ACK
message, i.e., the ACK signal overlaps with other trans-
missions at node u. This improbable event occurs when
node v and a hidden node from v within the interfer-
ence range of u (which is denoted hereinafter by n, n ∈
H−(v) ∩ H(u)) transmit at the same time. Note that such
case happens if node n accesses the medium during the
period of SIFS + tACK. In other words, if the backoff
counter of node n expires during the SIFS + tACK period

of time, then a collision on the ACK frame is perceived by
node u. Recall that, after the completion of u’s DATA
packet transmission, all the nodes in H−(v) ∩ H(u)
will resume their access after DIFS + Backoff (see
Section III-A). Therefore, an ACK’s collision at u happens
only if DIFS + Backoff < SIFS + tACK. Considering the
scarcity of such event, we have neglected collisions on the
ACK frames.
Energy consumed in transmission: E(u, p)trans: This

amount of energy corresponds to two energy consumptions.
1) Energy consumed by node u during the different attempts

to successfully transmit the data packet to node #u + 1.
It is simply given by(

N c(u,#u + 1) + 1
)
× Etrans(data)

where Etrans(data) is the energy consumed by a sensor
node for the transmission of a data packet.

2) Energy consumed by node u (if u �= v, i.e., u is not the
source of p) to transmit an ACK frame to node #u − 1.

The total amount of energy consumed by node u in transmis-
sion is therefore given by

E(u, p)trans =
(
N c(u,#u + 1) + 1

)
× Etrans(data)

+ Etrans(ACK) × 1∣∣u�=v
. (9)

Case 2: u /∈ p: In this case, we calculate the energy possibly
consumed by u due to the successful delivery of a packet
through path p, although u /∈ p. It is the energy that u may
consume due to the reception of signals that are not necessarily
intended for u, i.e., the signals transmitted by neighboring
nodes to u that participate in forwarding the data packet on p.
To calculate this amount of energy, let us consider again the set
Z(u, p) = {k ∈ V/k ∈ H(u) ∩ p}. This set of nodes simply
corresponds to nodes that jointly belong to path p and within
the node-u carrier-sensing range. These nodes, whose transmis-
sions are heard by node u, participate in the transmission of
the data packet through p. Specifically, each node k ∈ Z(u, p)
induces two energy consumptions at node u.

1) Energy consumed by node u while overhearing the differ-
ent transmission attempts of the data packet from node k
to node #k + 1 of path p. This amount of energy can be
expressed as follows:(

N c(k,#k + 1) + 1
)
× Erec(data).

2) Energy consumed by node u while listening to the ACK
frame sent by node k to node #k − 1 on path p, if k is
not the source of p.

Hence, the total amount of energy consumed by node u,
which does not belong to p, due to the transmission of a packet
through path p is given by

E(u, p) =
∑

k∈Z(u,p)

[ (
N c(k,#k + 1) + 1

)
× Erec(data)

+ Erec(ACK) × 1∣∣k �=source(p)

]
. (10)
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B. Calculation of Eidle(u)

It is the energy consumed by node u in the idle state and the
energy dissipated by node u when it is neither transmitting nor
receiving (i.e., while listening to the idle channel). Eidle(u) can
be expressed as follows:

Eidle(u) = 1 −
∑
v∈V

∑
p∈P (v)

w(p) × A(v)

×
[ ∑

k∈Z(u,p)

[
N c(k,#k + 1)Tdata + TACK × 1|k �=v

]

+
[
N c(u,#u + 1)Tdata + TACK × 1|u�=v

]
× 1|u∈p

]

(11)

where Eidle is the amount of energy consumed per unit of
time by a sensor node in the idle state, and Tdata and TACK

are the transmission times of data reports and ACK messages,
respectively. Note that (11) is always positive since we consider
the unsaturated regime.

Finally, by substituting (6), (10), and (11) into (3), we obtain
the amount of energy E(u) consumed by each node u ∈ V
per unit of time due to the different network transmissions
according to a given routing set W . It is easy to see that the
only unknown variable that remains to be calculated to obtain
E(u) is β(k, n)∀(k, n) ∈ V 2.

C. Calculation of β(u, v)

Let us consider edge (u, v) ∈ E. As stated before, β(u, v) is
defined as the probability of a transmission attempt from u to v
to be unsuccessful due to either collision or channel error.

In our study, the access to the medium is arbitrated by
the well-known IEEE 802.11-like sensor network protocol. In
the following, we derive probability β(u, v), considering the
basic access mode case (i.e., Data/ACK). The same calculation
methodology can simply be adapted to derive β(u, v) in the
RTS/CTS-based access mode case.

We note that various studies in the literature addressed the
calculation of β(u, v), considering simplistic assumptions and
particular network topologies [34]–[36]. Specifically, Bianchi
[36] assumed that the network operates under saturation con-
ditions, i.e., the transmission queue of each node is assumed
to be always nonempty. In addition, Bianchi [36] assumed that
all the nodes are within each others’ carrier-sensing range (i.e.,
no hidden terminals). Medepalli and Tobagi [34] and Garetto
[35] extended the calculation of β(u, v) for the multihop case
with finite load. However, simplistic assumptions still need to
be accounted for. For instance, the authors assumed that each
node always transmits to the same neighbor, regardless of the
packets’ source and destination nodes. As such, each sensor
node transmits through a single fixed route to the sink node,
and all the routes to the sink form a set of trees where the root
is the sink node and the sensors are the leaf nodes.

This assumption is impractical in WSNs, where routes
change over time since the WSN topology changes, due to the
drain of sensor nodes. In addition, the assumption considered
in [34] is incompatible with the balanced routing philosophy,

Fig. 2. Node n as a hidden node to node u.

which allows the traffic generated by each sensor node to
be bifurcated over different weighted routes to improve the
network lifetime.

To alleviate the aforementioned limitations, we recalculate
β(u, v), considering a general case by extending the works in
[34] and [36]. We follow the same philosophy used in [34] and
[36] since it yields very good results. This modeling approach
dictates the consideration of the different events arbitrating the
channel access for each node. The probabilities of these events
are then related in terms of each other through fixed-point
equations, which can be solved using numerical techniques.
Due to the complexity of solving such equations, we provide
hereinafter only the framework for deriving these equations. In
the performance evaluation section, we instead use simulations
to calculate β(u, v).

Let us consider Fig. 2. A transmission from node u is
unsuccessfully received by node v if one or more of four events
occur.

1) A: A packet error occurs during the transmission on
wireless link (u, v).

2) B: One or more sensor nodes, within both the carrier-
sensing ranges of u and v, transmit in the same backoff
slot as u.

3) C: Node u transmits while v is already busy with the
transmission of hidden nodes from u. For instance, as-
sume that node n is transmitting a packet to node v, as
shown in Fig. 2. Node n is outside the carrier-sensing
range of node u (i.e., n is a hidden node from u). As such,
node u still senses the channel to be idle and can transmit
a packet to v during node-n transmission. If this happens,
the newly arriving packet from u cannot be received by v
since it is already busy. Effectively, the packet from u to
v experiences a collision.

4) D: Node v receives transmissions from hidden nodes
from u, whereas the transmission of the latter is still
in progress. Typically, if, during the packet transmission
from u to v plus SIFS (also called the vulnerable period),
node n transmits a packet to any of its neighboring nodes,
the receiving node v will not return an ACK frame to u.
Node u therefore considers the packet as unsuccessfully
transmitted and schedules for a retransmission later. We
note that, in our analytical model, we do not consider the
signal capture property.
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Note that, according to events C and D, the collision per-
ceived by node u results from the overlap of DATA packets
emanating from u and one hidden node from u (denoted by n).
However, focusing on each event separately allows us to iden-
tify the differences between both events. In fact, considering
event C, the transmitted packet by node u collides at node v
with an in-progress transmission of a node n hidden from u.
In other words, node u transmits to node v, which is already
occupied by a transmission from a node n ∈ H−(u) such that
v is within its interference range (i.e., n ∈ H−(u) ∩ H(v)). On
the other hand, according to event D, node u starts correctly
transmitting to node v, but before the completion of the packet
transmission, a collision occurs at node v due to the trans-
mission of a node n ∈ H−(u) ∩ H(v). Specifically, this event
occurs if any node n ∈ H−(u) ∩ H(v) accesses the medium
during the vulnerable period TV (TV = (Tdata + SIFS)/Slot).
We can see that such event is not considered in C.

Based on the aforementioned analysis and assuming the in-
dependence of the different events leads to failed transmission,
the probability that node u successfully transmits to v can be
written as follows:

1−β(u, v)=(1−Pr{A})(1−Pr{B})(1−Pr{C})(1−Pr{D})
(12)

where Pr{A} = l(u, v), with l(u, v) being the packet error
rate on link (u, v). In the following, we provide the details on
computing the probabilities of events B, C, and D.

1) Calculation of Pr{B}:
Theorem 1: For every u ∈ V and v ∈ Ne(u), the proba-

bility Pr{B} that one or more nodes in H(u) ∩ H+(v) transmit
in the same backoff slot used by u for transmission to v is
given by

Pr{B} = 1 −
∏

k∈H(u)∩H+(v)

(1 − ΓkΨkρk) (13)

where

Γk = Pr{node-k backoff timer expires in a given backoff

slot|node k is in backoff}
Ψk = Pr{node k is in backoff

|k has a packet to transmit}

and ρk = max(1,
∑

n∈Ne(k) λ(k, n) × E[T (k, n)]) indicates
the server utilization of node k, with E[T (k, n)] being the aver-
age service time of a packet transmitted by k to n. E[T (k, n)] is
defined as the time spent by a packet since it reaches the head of
line of the transmission queue of k until the end of its successful
transmission to n.

Proof 1:

Pr{B} = 1 − Pr{no node in H(u) ∩ H+(v)
accesses the channel in a given backoff slot|node

u accesses the channel in that backoff slot}. (14)

Let us consider sensor node k ∈ H(u) ∩ H+(v). For the sake
of simplicity, we denote by X , Y , Z , and Q the following

events:

X = {node k accesses the channel in a given backoff slot}
Y = {node u accesses the channel in that backoff slot}
Z = {k has a packet to transmit}
Q = {nodek is in backoff}. (15)

Then, we have

Pr{X |Y} = Pr{X ,Z,Q|Y}
= Pr{X |Q,Z,Y} × Pr{Q,Z|Y}
= Pr{X |Q,Z,Y} × Pr{Q|Z,Y} × Pr{Z|Y}
= Pr{X |Q} × Pr{Q|Z,Y} × Pr{Z}
= Γk × Pr{Q|Z,Y} × ρk

� ΓkΨkρk. (16)

Note that event {Q|Z,Y} means that all the nodes in H(k) are
not transmitting. Moreover, since k ∈ H(u), event {Q|Z,Y}
only needs the nodes in H(k) ∩ H−(u) not to be in the
transmission state. In (16), we assume that Pr{Q|Z,Y} �
Pr{Q|Z} = Ψk. Later, we will show how to derive Ψk. Sub-
stituting (16) into (14), we obtain (13), which concludes the
proof. �

We highlight that, to express the probability Γk that a sensor
node k transmits in a randomly chosen backoff slot, given that
k is in backoff, we use the well-known result of [36], which was
also used in [34], as follows:

Γk =
2(1 − 2βk)

W (1 − 2βk) + βk(W + 1) (1 − (2βk)m)
(17)

where m is the number of backoff stages (i.e., CWmax =
2mCWmin), and W = CWmin. Moreover, βk is the probability
that a transmission attempt of node k is unsuccessful and is
given by

βk =
1
λk

∑
n∈Ne(k)

λ(k, n) × β(k, n). (18)

It is worth noting that (17) has been derived in [36] for the
case of a single-hop network. In [34], Medepalli and Tobagi
used (17) in the context of multihop networks and showed that
good results can still be obtained.

We also recall that, in our analysis, we assume that the
network is operating in the unsaturated regime since the traffic
load in WSNs is usually light, compared with that in classic
wireless networks. Typically

∑
n∈Ne(k)

λ(k, n) × E [T (k, n)] < 1 ∀ k ∈ V.

Calculation of Pr{C}: The probability Pr{C} that
node v is already busy when it receives a transmission from
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u can be written as follows:

Pr{C} = Pr{node v is already busy|node u accesses

the channel to transmits to v}
= Pr{node v is busy only due

to nodes hidden from u}
= Pr{node v is busy only due to nodes hidden from

u | v is busy} × Pr{v is busy}. (19)

The first element of the expression of Pr{C} is typically the
fraction of access attempts from only the nodes hidden from u
to all the nodes in H+(v). Hence, we obtain

Pr{node v is busy only due to

nodes hidden from u|v is busy}

=

[
1−

∏
k∈H−(u)∩H(v)

(1−αk)

] ∏
k∈H+(u)∩H+(v)

(1−αk)

[
1−

∏
k∈H+(v)

(1−αk)

] (20)

where αk is the probability that node k transmits on the medium
in a given slot. To derive αk, let us define the following events:

X = {node k backoff timer expires in a given slot}
Y = {node k is in backoff}
Z = {k has a packet to transmit}.

Then, αk can be expressed as follows:

αk = Pr{X |Y} × Pr{Y}
= Pr{X |Y} × Pr{Y|Z} × Pr{Z}
= ΓkΨkρk (21)

where Ψk = Pr{Y|Z} is the fraction of time that node k spends
in backoff when attempting to successfully transmit a packet.
Ψk is simply given by

Ψk =
bk

E[Tk]
(22)

where E[Tk] = (1/λk)
∑

n∈Ne(k) λ(k, n) × E[T (k, n)] is the
average service time of a packet successfully transmitted by
node k. Moreover, bk = (1/λk)

∑
n∈Ne(k) λ(k, n) × b(k, n) is

the average total time spent by node k in backoff when at-
tempting to successfully transmit a packet, where b(k, n) is the
average total time spent by node k in backoff when attempting
to transmit a packet to n.

The second element of the expression of Pr{C} can be
written as follows:

Pr{v is busy} = 1 − Pr{v is not busy}

= 1 −
∏

k∈H+(v)

δ(v, k) (23)

where δ(v, k) is the probability that v is not occupied by a
transmission from k. δ(v, k) is given by

δ(v, k) = 1 −
∑

n∈Ne(k)

λ(k, n) ×
(
N c(k, n) + 1

)
× Tdata −

∑
n∈Ne(k)

λ(n, k) × TACK (24)

where Tdata and TACK are the transmission times of a data
packet and an ACK frame, respectively.

Finally, substituting (20) and (23) into (19), we obtain the
expression of Pr{C}.

Calculation of Pr{D}: We denote by TV = (Tdata +
SIFS)/Slot the vulnerable period of time, which is expressed
in terms of backoff slots, during which the transmission of a
hidden node from u and within the carrier-sensing range of
v prevents the success of the in-progress transmission from
u to v. Hence, the probability Pr{D} that node v receives
transmissions from hidden nodes from u while the transmission
of node u is still in progress can be derived as follows:

Pr{D} = 1 − Pr{no node in H−(u) ∩ H(v)
transmits during TV slots}

= 1 −
∏

k∈H−(u)∩H(v)

(1 − αk)TV . (25)

Finally, substituting (13), (19), and (25) into (12), we obtain
the expression of β(u, v). We can see that the only remaining
unknown variable that needs to be calculated to be able to
compute β(u, v) is E[T (k, n)], i.e., the average time taken in
successfully transmitting a packet from node k to n.

D. Calculation of E[T (k, n)]

To derive E[T (k, n)], we extend the average cycle analysis
proposed in [34] to handle the case in which a node can transmit
to all its neighbors. Accordingly, E[T (k, n)] is expressed as
follows:

E [T (k, n)] = d(k, n) + b(k, n) + s(k, n) + c(k, n). (26)

Here, d(k, n) is the average time taken by a successful trans-
mission attempt of a packet from k to n. d(k, n) can simply be
given by

d(k, n) = d = DIFS + Tdata + SIFS + TACK. (27)

b(k, n) is the average total time spent by node k in backoff when
attempting to transmit a packet to n and can be expressed as
follows:

b(u,#u + 1) =

[
CWm

2
× βm(u,#u + 1)

+
m−1∑
i=0

CWi

2
× βi(u,#u + 1)

× (1 − β(u,#u + 1))

]
× Slot (28)
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Fig. 3. Markovian chain. (a) The state transition diagram. (b) The transition
probability matrix.

where we recall that m is the number of backoff stages in the
BEB, CWi = 2iCWmin (i.e., CWm = CWmax), and Slot is
the duration of a backoff slot. Recall that, in (28), we assume,
as in [36], that a packet is never discarded by a node and thus
continues to be retransmitted until being successfully delivered
(i.e., there is no retry limit). s(k, n) is the average time taken by
the successful transmissions of other nodes in H(k) during the
service of node k packet to node n. c(k, n) is the average time
taken by the unsuccessful transmissions, regardless whether k is
involved or not, which suspend the transmission of node k to n.

To derive s(k, n) and c(k, n), let us consider the state transi-
tion diagram of the Markov chain and its associated transition
probability matrix shown in Fig. 3, where states E, F , and G
are defined here.

1) E :{A successful transmission is made by
node k to n|X ,Y .

2) F :{Unsuccessful transmission is made in H+(k)|X ,Y .
3) G :{successful transmission is made by nodes other

than k in H+(k)|X ,Y .

Here, X and Y represent the following events:

X = {at least one node in H+(k)has attempted to transmit}
Y = {node k has a packet to transmit to n in its queue head}.

As shown in Fig. 3, Pi,j is the transition probability from
states i to j, and Pi is the probability of remaining in the
same state i, following a new transmission attempt by the nodes
in H+(k). In our case, we have Pi,j = Pj∀i, j ∈ {E,F,G}
since the probability of visiting state j, following the next
transmission attempt by nodes in H+(k), does not depend of
the current system state. We denote by NF the random variable
representing the number of unsuccessful transmissions made
before a successful transmission is achieved again by node k to
node n. It is the number of times that state F is visited between
two successive visits of state E. Hence, c(k, n) is given by

c(k, n) = E[NF ] × d. (29)

In the same way, we obtain

s(k, n) = E[NG] × d (30)

where NG is the random variable representing the number
of times that state G is visited between two successive visits
of state E. In other words, E[NG] is the average number of
successful transmissions done by other nodes in H(k) during
the service of a packet from k to n.

Let Q denote the following event:

Q={state E is left between two successive visits of state E}.

Hence, based on [37], we have

Pr{NF = i|Q} =
{

1 − rF , if i = 0
rF × (hF )i−1 × (1 − hF ), otherwise

where rF and hF are given by

{
rF = ηF + ηG(1 − PG)−1PG,F

hF = PF + PF,G(1 − PG)−1PG,F

with

ηF = Pr{The system leaves state E to F |
the system has left state E}

=
PF

1 − PE

ηG = 1 − ηF = Pr{The system leaves state E to G|
the system has left state E}.

Hence, we obtain

E[NF |Q]=
+∞∑
i=1

i×rF ×(hF )i−1×(1−hF )=
PF

PE(1−PE)
.

Then, we have

E[NF ]=E[NF |Q]×Pr{Q}=E[NF |Q]×(1−PE)=
PF

PE
.

(31)

In the same way, we also obtain

E[NG] =
PG

PE
. (32)

According to (31) and (32), we need to derive probabilities PE ,
PF , and PG to derive E[NF ] and E[NG]. To achieve this, let us
define the probabilities θ(k, n) and θ(k) as follows:

θ(k, n) = Pr{node k successfully transmits in a given

slot to node n| k has a packet to transmit

to n in its queue head}
= (1 − β(k, n)) × Γk × Ψ(k, n) (33)
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where

Ψ(k, n) =
b(k, n)

E [T (k, n)]
. (34)

Moreover, θ(k) is defined as

θ(k) = Pr{node k successfully transmits in a given slot|
k has a packet to transmit}

=
1
λk

∑
n∈Ne(k)

λ(k, n) × θ(k, n). (35)

Let us now derive the probability PF that an unsuccessful
transmission is made in H+(k), given that at least one node in
H+(k) has attempted to transmit and that node k has a packet
to transmit to n in its queue head. Let Z denote the following
event:

Z =
{

successful transmission is made in H+(k)
}

.

Hence, PF can be written as follows:

PF = 1 − Pr{Z,X|Y}
Pr{X |Y}

= 1 − Pr{X |Z,Y} × Pr{Z|Y}
Pr{X |Y}

= 1 − Pr{Z|Y}
Pr{X |Y}

= 1 −
θ(k, n) +

∑
m∈H(k)

θ(m) × ρm

1 −
[
Γk × Ψ(k, n) ×

∏
m∈H(k)

(1 − αm)

] . (36)

In the same way, we obtain PG given by

PG =

∑
m∈H(H)

θ(m) × ρm

1 −
[
Γk × Ψ(k, n) ×

∏
m∈H(k)(1 − αm)

] . (37)

Finally, PE is simply given by PE = 1 − PF − PG. Then,
substituting (27)–(30) into (26), we obtain the expression of
E[T (k, n)].

V. PERFORMANCE EVALUATION

In this section, we present the performance evaluation results.
We first analyze the results regarding our balanced routing
algorithms. We study the impact of traffic balancing on both
the packet delivery success probability over the WSN links
and on the energy consumption at each sensor node. Building
on these results, we provide the optimal routing configuration
that maximizes the network lifetime using simple illustration
networks. The results are derived using both analytical and
simulation approaches. A simulation model has been developed
using ns-2 [38] to calculate the probability of unsuccessful
transmission on each link (i.e., β) according to the routing con-

TABLE I
PARAMETER SETTING

Fig. 4. Simple seven-node multihop WSN.

figuration. Then, the analytical framework in Section IV-A-1.
is used to calculate the energy consumption at each sensor node.

In our study, we use the hop-based spanning trees (HSTs)
[39], [40] and expected transmission count (ETX)-based span-
ning trees (ETX) [41] as baselines to which the balanced
routing improvements can be compared. Both baselines take
advantage of the global information of the network state to
make routing decisions. Specifically, the HST protocol uses
flooding to select the shortest path in terms of the hop count.
This technique may lead to the use of slow and unreliable
links. The ETX protocol alleviates this issue since it takes
into account the quality of the wireless links in the routing
operation. Typically, each link in the network is assigned an
ETX cost metric to indicate its quality.

In our model, the sensor nodes achieve continuous moni-
toring of the supervised area. Each sensor node periodically
reports with rate A the local data to one of the existing sink
nodes over several hops. At each hop, the traffic originating
from the local sensor must be merged with route-through traffic.
The access to the data channel is arbitrated by the IEEE 802.11-
like sensor network protocol. The parameters setting in our
analysis are listed in Table I.

A. Impact of the Routing Decision on the Quality of the
Wireless Links and the Energy Consumption

In this section, we use a simple seven-node multihop WSN,
as shown in Fig. 4, to illustrate the impact of the traffic distribu-
tion inside the network on the packet delivery success probabil-
ity over the WSN links and on the energy efficiency. Recall that
the increase in the probability of a failed transmission β(u, v)
on a link (u, v) increases the number of retransmissions, which
amplifies the energy wastage.

In Fig. 4, the distance between consecutive nodes is fixed to
10 m, the transmission range of each sensor node is 12 m, and
the carrier-sensing range is 24 m. Nodes 2, 4, and 7 play the
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TABLE II
COLLISIONS AND ENERGY CONSUMPTION IN A

SEVEN-NODE MULTIHOP WSN

role of sink nodes. Assume that only nodes 1 and 5 monitor the
supervised area and periodically send their reports to one of the
sink nodes with rates A = 20 reports/s and A = 0.5 reports/s,
respectively. Straightforwardly, node 1 reports its data to sink
node 2, and node 5 can report its data to either node 4 or
node 7.

One can presume that node-5 reporting through either
p1 = [5, 4] or p2 = [5, 6, 7] is always performed without any
collisions with regard to the transmissions of node 1. In other
words, one may think that transmitting through route p1 =
[5, 4] or p2 = [5, 6, 7] is collision free since nodes 4–7 are
outside the carrier-sensing range of sender node 1. Hence,
a priori reporting of node-5 data to sink node 4 is a better
choice since node 5 is only at one hop from node 5 and sink
node 7 is at two hops from node 5. This, however, is untrue, as
shown in Table II, which reports the results regarding collisions
and energy consumption according to whether path p1 or p2 is
adopted by node 5 to report its data to one of the sink nodes.

Specifically, if node 5 reports its data to sink node 7,
collision-free transmission is ensured in all the WSN links, as
shown in Table II. However, if node 5 chooses to communicate
with sink node 4, wireless links (1, 2) and (5, 4) suffer from a
serious problem of collision, as will be explained here.

Although node 5 is outside the carrier-sensing ranges of both
sender node 1 and receiver node 2, a node-1 transmission can
fail due to collision caused by node-5 transmission. How can
this happen?

It is worth noting that a collision may occur on link (1, 2)
(i.e., at receiver node 2) only due to the transmissions of the
hidden node 4. However, in our scenario, node 4 is a sink
node and does not generate reports. Nevertheless, it transmits
ACK frames to node 5. These ACK frames can overlap with
node-1 transmissions at receiver node 2, thus causing collisions.
In particular, node-1 transmission to node 2 fails in one of
two cases.

1) Node 1 transmits while node 2 is already overhearing an
ACK frame transmitted from nodes 4 to 5.

2) Sink node 4 acknowledges node 5 while the transmission
of node 1 to node 2 is still in progress.

Typically, if node 1 transmits at t1 a report to node 2,
Δ units of time after a data transmission from 5 to 4 (i.e., t1 =
t5 + Δ), with Δ ∈ [SIFS, Tdata + SIFS + TACK], the node-1
transmission fails. The ACK frame sent by node 4 to node 5
will overlap at node 2 with the data packet sent by node 1, and
a collision is pronounced by node 2 at exactly t1 + Δ′, where
Δ′ = max(Tdata + SIFS − Δ, 0).

This example is an illustration of the unforeseen collisions
that may occur in multihop networks due to the well-known

Fig. 5. Network topologies. (a) The ring topology. (b) The bus/star topology.

hidden-node problem [42]. This example shows that routing
through the shortest path does not always lead to the most
energy-efficient consumption since the HST routing method
may lead to excessive energy wastage due to collisions. The
ETX routing protocol alleviates the HST limitation since it
is able to detect the aforementioned anomaly and therefore
chooses node 7, instead of node 4, as a sink node for sensor
node 5.

B. Evaluation Results of the Balanced Routing Scheme

In this section, we analyze the gain that can be introduced by
our balanced routing scheme over the basic routing schemes.
To achieve this, we use the simple networks shown in Fig. 5.
These topologies are sufficient to reveal many of the general
challenges.

Considering Fig. 5(a), the sensor nodes form a ring, which
can be representative of a U-shaped building. The distance
between consecutive sensor nodes is fixed to 10 m. The sink
node, which is denoted by node 0, is positioned between sensor
nodes 1 and 9. It is at an equal distance of 5 m from both
nodes 1 and 9. The sensor nodes report their data to the sink
node. In this case, both the HST and ETX routing schemes
dictate transmitting through the shortest path. Particularly,
node 5 can use one of the two possible routes. Assume that
node 5 always transmits through node 6. As a result, all the
nodes of the right half of the ring will consume more energy
than those of the left half of the ring. Typically, node 9 has the
highest burden since it deals with the maximum route-through
traffic. This results in a shorter lifetime for this node, which
yields to loss of coverage when node 9 depletes its energy, thus
leading to premature WSN death.
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Fig. 6. Real node load versus the probability of failed transmission.

Fig. 7. Real node load versus matrix pattern node load.

These results are shown in Figs. 6–8. In this case, each sensor
node periodically generates 0.5 report/s to the sink node. Fig. 6
shows that, going closer to the sink node, the probability of
failed transmission progressively increases. This results in an
increase in the number of retransmissions.

An exception is observed at nodes 1 and 9. They represent
relatively low failed transmission probabilities. This is simply
because they do not have hidden nodes that disturb their trans-
missions to the sink node. In contrast, the remaining sensor
nodes suffer from hidden nodes that disturb their transmissions.
For instance, when transmitting to node 1, node 2 suffers from
transmissions done by the hidden node 8.

Although node 9 has the lowest unsuccessful transmission
probability and, thus, the lowest number of required retrans-
missions, it has the maximum energy consumption (see Fig. 8).
This is because it handles excessive route-thru traffic, which
dominates the fact that the other nodes need much more re-
transmissions. For instance, node 9 has to transmit and relay a
total number of 2.5 reports per unit of time to the sink node.
We refer to this rate as the matrix pattern node load. Node 9
needs to transmit a packet 1/(1 − β(9, 0)) = 1.001 times to

Fig. 8. Average energy consumption for each ring node.

Fig. 9. Maximum sensor node consumption as a function of weight w.

be correctly received by the sink node. Hence, in average,
node 9 transmits 2.5 × 1.001 = 2.5025 packets per unit of time
to the sink node. We refer to this rate as the real node load,
as opposed to the matrix pattern node load (see Fig. 7). Node 8
needs, in average, to transmit a packet 1/(1 − β(8, 9)) = 1.191
times to be correctly received by node 9. As such, node 8 suffers
from much more retransmissions than node 9, even if the total
number of transmitted packets per unit of time by node 8, i.e.,
2 × 1.191 = 2.382, is smaller than that by node 9. As a result,
node 9 more quickly depletes its energy than node 8, causing
premature death of the WSN.

To overcome this limitation, we adopt our balanced routing
scheme. Accordingly, node 5 transmits a fraction w of its traffic
through node 6 and the remaining part (1 − w) through node 4.
The other nodes of the network keep transmitting through the
shortest path.

Fig. 9 shows the maximum sensor node consumption in the
WSN (i.e., maxu∈V E(u)) as a function of w. We can observe
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Fig. 10. Comparison of the energy consumption between our balanced routing
scheme and the basic schemes (ETX and HST) in the ring topology.

that the minimal consumption is obtained when the traffic is
fairly shared between the two ring sides. In this case, the traffic
is efficiently balanced inside the network, and nodes 1 and 9
have equivalent energy consumption.

Fig. 10 shows a comparison of the energy consumption
with our routing scheme for the cases where HST and ETX
schemes are considered. The optimal routing configuration (i.e.,
w = 0.5) is used when our balanced routing scheme is con-
sidered. Fig. 10 reveals that the gain achieved by our scheme
increases with the rate of traffic A generated by each sensor
node. When A gets high values, the energy consumption and
achieved gain become constant. In this range of A, the traffic is
generated at each sensor node in a saturated manner in which,
as soon as a packet is transmitted, another is waiting in line.

It is worth noting that the studied scenario represents the
worst case regarding the gain that can be achieved by our pro-
posed solution. As previously explained, the greediest nodes 1
and 9 do not suffer from the hidden-node problem, which
limits their energy wastages. Adding hidden nodes to nodes 1
and 9 increases the gain achieved by our solution. In our
study, the worst case is considered to show that, in spite of
the disadvantageous conditions, our method always achieves
sensible gain.

Let us now consider the network topology in Fig. 5(b). As
before, each sensor node periodically reports its data with a rate
of A = 0.5 report/s to one of the four sink nodes. According to
the HST and ETX schemes, the sensor nodes always transmit
according to the shortest path. Particularly, node 1 has to
choose among the four possible paths. When our balanced
routing scheme is considered, the traffic generated by node 1
is balanced among the four possible paths.

Table III reports the maximum sensor node consumption in
the WSN for various values of vector W = (w1, w2, w3, w4).
We can again observe that the minimal consumption is obtained
when the traffic generated by node 1 is fairly distributed among
the four possible paths (i.e., W = (0.25, 0.25, 0.25, 0.25)).

Fig. 11 shows the gain introduced by our routing schemes,
compared with the basic schemes (HST and ETX), as a function

TABLE III
MAXIMUM ENERGY CONSUMPTION FOR VARIOUS VALUES OF W

Fig. 11. Comparison of the energy consumption between our balanced routing
scheme and the basic schemes (ETX and HST) in the bus/star topology.

TABLE IV
MAXIMUM ENERGY CONSUMPTION FOR VARIOUS VALUES OF W

of traffic rate A. We can observe that up to 15% of the energy
conservation can be achieved by efficiently balancing the traffic
inside the WSN.

Let us now suppose that node 5 more frequently reports its
data to the sink node than the other sensor nodes in the WSN.
For instance, assume that node 5 generates data at a rate of
0.8 report/s. In this case, the optimal energy consumption is
obtained for W = (0.1, 0.3, 0.3, 0.3), as shown in Table IV.
Indeed, as path p1 already handles more traffic, compared to
paths p2, p3, and p4, due to the excessive transmission of
node 5, node 1 needs to transmit less traffic through p1 to fairly
balance the traffic inside the WSN. This example is introduced
to show that the optimal routing configuration depends on not
only the WSN topology but also the pattern of traffic exchanged
between the sensor nodes.

To conclude this paper, let us compare our balanced routing
with the basic schemes using the arbitrary meshed network in
Fig. 12. We assume that only node 1 periodically generates
packets to sink node S at a rate of 0.5 report/s. The remaining
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Fig. 12. Comparison of the energy consumption between our balanced routing scheme and the (ETX and HST) schemes in a meshed network topology.

sensor nodes participate only in the routing operations. Each
sensor node has initial energy Einit = 1 J.

Fig. 12 shows the results provided when using the basic
routing schemes and the balanced routing scheme. We can
observe that the routes used in balanced routing are more spread
out than those used in basic routing. The balanced routing
benefits from the total available energy resource in the network,
whereas the basic schemes use only a small subset of the sensor
nodes’ energies. The network lifetime obtained by our scheme
is 3193 s, which is more than twice as long as that of the basic
schemes, which is 1551 s. This is a typical example of the
gain introduced by the balanced routing, which avoids energy
wastage due to useless nodes, i.e., sensor nodes that are not
completely used before the network death, even if they still have
available energy in their batteries.

VI. CONCLUSION

Operating on limited battery capacity imposes the use of
energy-efficient protocols. The objective of such protocols can
be formulated as follows: Minimize the total amount of energy
consumed by the network in forwarding a packet between any
pair of nodes. We have shown in this paper that such objective
does not necessarily maximize the network lifetime since the
network death can happen while several sensor nodes still
have plenty of their capacities (i.e., the useless-node problem).
The key idea is therefore to profit from the total available
energy resource in the network before its death. To achieve this,
we have proposed a load-balanced routing scheme. We have
shown that this scheme better fits WSNs, compared with on-
the-fly routing schemes in the context of continuous-monitoring
applications. Moreover, considering load-balanced routing, we
derived the optimal routing configuration that maximizes the
network lifetime. To do so, we developed an analytical model
for evaluating the energy consumption at the sensor nodes. The

model captures the real behavior of WSNs since it takes into ac-
count the wasted energy due to idle listening, overhearing, and
retransmissions. We have shown that significant improvements
can be made by our routing scheme in terms of the network
lifetime. Future research directions will be the adaptation of
our preconfigured routing scheme to handle event-driven or
on-demand reporting applications.
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